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EPIC’s A- and B-band channels, in full spectral detail
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as close as possible to the one used by Yang et al. [8], as we will be comparing1

results quantitatively further on.2

SSA in the cloud layer is therefore determined only by the value of the cloud3

droplet scattering coe�cient �c that, again following [8], is assumed constant, and4

the gaseous absorption coe�cient introduced in (1). It can therefore be estimated5

as needed from COT ⌧c, H and the values of kO2
(�;Pz, Tz) for ztop�H < z < ztop.6

Internal variations of the SSA matter only when H becomes commensurate with7

the pressure scale-height (⇡8 km).8

• Finally, the surface is assumed here to be black, meaning that we limit this study9

to clouds above water. Yang et al. [8] assigned to the surface albedo a small but10

finite value for water of 0.05. In the companion paper [7], both black and highly11

reflective lower boundaries were examined.12

In the absence of molecular and aerosol scattering distributed across the whole atmo-13

sphere, the last simplification reduces to just two the number of atmospheric layers to14

consider: transparent or absorbing above-cloud layer; scattering cloud layer, with or15

without absorption.16

2.2 Spectral considerations17

Figure 1 shows the EPIC in-band filter functions fin(�) for A- and B-bands in arbitrary18

units along with ⌧O2
(�; 0) from (1) on a log-scale, with more spectral detail than in19

Fig. 2 of [7] and more focus on the EPIC in-band channels.20

Figure 1: In-band EPIC filter functions (in arbitrary units), with full-column O2 absorp-
tion optical depth for the standard mid-latitude summer atmosphere in the “line-by-line”
limit (wavenumber increment �⌫ = 0.01 cm�1): Left: B-band (�� ⇡ 0.5 pm). Right:
A-band (�� ⇡ 0.6 pm).

Now let f
?

in
(�) denote the normalized filter function, i.e., fin(�)/

R
��

fin(�)d� in21

nm�1. In the companion paper, we used a standard correlated-k technique [11–15] to22

6

ef
fe

ct
iv

e 
op

tic
al

 th
ic

kn
es

se
s

account for the spectral variability, as modulated by f
?

in
(�). Here, we switch to a simpler1

band-average approach [e.g., 13, 16]. A- and B-band average quantities of interest are:2

• the mean absorption optical thicknesses,
R
��

⌧O2
(�; 0)f ?

in
(�)d�, yielding 1.08 for B-3

band and 9.56 for A-band, which seems like a good contrast in absorption strength,4

hence a potential for di↵erentiating shorter and longer paths, which is precisely5

what is needed to sense both cloud top (with shortest paths) and cloud base (with6

longest paths);7

• an airmass-dependent e↵ective absorption optical thicknesses defined as8

⌧
(��)

O2
(M) = �

1

M
log

✓Z

��

exp[�M⌧O2
(�; 0)]f ?

in
(�)d�

◆
, (2)

where the so-called “airmass” factor9

M =
1

cos ✓0
+

1

cos ✓
=

1

µ0

+
1

µ
, (3)

with ✓0 and ✓ denoting solar (SZA) and viewing (VZA) zenith angles, respectively.10

For EPIC, we have ✓ ⇡ ✓0, and a typical value of M is 3, which would result11

from ✓0 ⇡ cos�1(2/3) = 48.2�. The nonlinear average in (2) then yields e↵ective12

absorption optical thickness of ⌧ (B)

O2
(3) = 0.17 for the B-band and ⌧

(A)

O2
(3) = 0.4113

for the A-band. Figure 2 shows the relatively weak dependence of these e↵ective14

O2 absorption optical depths on M (when ✓ = ✓0, over a range where sphericity15

e↵ects can be safely neglected).16

The latter nonlinear averaging over the orders of magnitude in spectral variability of17

⌧O2
(�; 0) inside the EPIC A- and B-band filters is recommended when seeking a single18

absorption optical depth in the simple monochromatic representations of the EPIC19

signals used, as needed, further on. However, the contrast between the A- and B-bands20

has gone from a factor of ⇡10 to a factor of ⇡2, which is moreover between two relatively21

small optical depths characteristic of the wings of the otherwise very deep lines.22

Band-average transmission models have been developed over the last decades, most23

famously by Elsasser, Goody, and Malkmus; see, e.g., [17, Ch. 10], and references24

therein. Indeed this continues to be an area of active research [e.g., 18–20]. The simple25

scheme that uses exp(�⌧
(��)

O2
(M)) from (2) may not be the best, even for our present26

purposes. Nonetheless, the band-average representation of O2 absorption in (2) and27

Fig. 2 will be used, for simplicity, for numerical estimations in Fig. 3 and in §4; until28

then, much of the reasoning remains monochromatic. The impact of this choice will29

be discussed where appropriate, and we di↵er to a future publication the quantitative30

comparison of (2) with more sophisticated statistical transmission models. We only need31

to bear in mind here that most of the radiation that matters for the sensor response is32

transmitted through the optically thin parts of the filter’s band-pass, i.e., the wings of33

the spectral lines.34

We now have all the required information to compute radiances observed by EPIC35

at all the wavelengths of interest in A- and B-band studies. However, to understand36

these observations, it is important to bear in mind that it is fundamentally all about37

the amount of absorption by O2 cumulated along all possible paths that sunlight can38
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Physics-based modeling approach

Figure 2: Three-layer atmospheric model. Symbol definitions in main text.

Figure 3: In-band EPIC filters normalized so that maximum throughput is unity, with
full-column gaseous absorption optical thicknesses on a logarithmic scale (wavelength is
incremented every 0.05 nm). Left: B-band, with negligible contamination by H2O and
O3. Right: A-band, with negligible contamination by H2O.

21

Definitions:
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Physics-based modeling approach
Assumptions:
• plane-parallel geometry (1D RT is OK)
• optical thick clouds (asymptotic/diffusion theory)
• dark surface (water)
• use exponential pressure profile, as needed:

• use “effective” O2 optical depth for each band …
… i.e., it’s OK to use             here

… and here
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pre-asymptotic 
correction term

DOAS ratios:

à

Iabs,l/Iref,l, l = A-,B-bands

p(z) = p(0)exp[–z/Hmol] à tO2(l;z) = tO2(l;0)exp[–z/Hmol]

(Differential Optical Absorption Spectroscopy)



Physical insights …

Figure 3: DOAS ratios for EPIC’s B- (left) and A-band (right) as functions of the two
cloud properties of interest: CTH ztop and CGT H, both in [km]. Other parameters are
provided in main text.

as the inverse z�(⌧O2
) = ⌧

�1

O2
(�; ⌧O2

) of the (monochromatic) map defined in (1) where the1

right-hand side is either modeled by setting ztop and H or obtained from a measurement2

r
(obs)

�
of the DOAS ratio. This estimate of ztop is obviously going to be biased low as3

soon as H > 0 by the second term that captures geometry-dependent in-cloud path4

length cumulation.5

To see this, we invoke the exponential profile in O2 optical depth with scale height6

Hmol. Then the lower equation for z(app)top in (18) simplifies to7

z
(app)

top ⇡ ztop �Hmol log
⇥
1 + µ0µ

�
eH/Hmol � 1

�
⇥ (1 + C(⌧c, g, µ0))

⇤
, (19)

irrespective of � or ��, i.e., whether using the A- or B-band (in this approximation). If,8

moreover, the cloud is geometrically thin in the sense that H ⌧ Hmol, then a 1st-order9

Taylor expansion leads to z
(app)

top ⇡ ztop � µ0µH ⇥ (1 + C(⌧c, g, µ0)), now irrespective of10

Hmol as well.11

For EPIC, we have ⌦ ⇡ �⌦0, hence µ ⇡ µ0. We then see in (19) that the expected12

negative bias is clearly at its greatest, for given H, at sub-solar observation geometry13

(µ = µ0 = 1): z(app)top ⇡ ztop �H ⇥ (1 + C(⌧c, g, µ0)). See Fig. 2 in [25] and Fig. 6 in [8]14

for qualitative confirmation on observational and computational grounds, respectively.15

In reality and in exact 1D RT, the maximum bias of predicted in (19) is a slight over-16

estimation. Our Fig. 4 shows ztop � z
(app)

top normalized to H from (19) with µ = µ0 and17

Hmol = 8 km. We see that for oblique solar/view geometry, the bias is between 0 (at18

grazing sun/views) and H.19

It is somewhat disconcerting that, in its final form (19), our simplified model has20

no explicit spectral dependence and, therefore, cannot be used to distinguish A- and21

B-band cloud information contents, irrespective of how the spectral band integration is22

modeled. We would normally expect that access to two wavelengths/bands would lead23

to a way of extracting both ztop and H, the parameters used here to define the cloud24

profile. Instead, they combine invariably into z
(app)

top in (19).25
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≈

retrieval bias from ignoring in-cloud path length

Figure 4: Normalized CTH bias
⇣
ztop � z

(app)

top

⌘
/H from (19) for EPIC’s solar/viewing

geometry (µ0 = µ), and Hmol = 8 km.

Several approximations were made along the way, and the one where spectral de-1

pendence was all but lost is not immediately apparent. Careful scrutiny however leads2

back to the early step in (11) where only the mean path length was assumed known for3

the sunlight that entered the cloud and was eventually reflected back to space. This4

lead to a simple exponential dependence on both above-cloud and in-cloud absorption5

by O2. If only two path length moments were known, e.g., mean and variance, then6

the in-cloud term R�(⌦;⌦0, ⌧c) obtained from (6) would not be an exponential [26].7

Consequently, the dependence on ⌧O2
(�; 0) would not cancel out after the later—and8

quite reasonable—approximation that ⌧O2
(�; z) has the same exponential profile in z for9

all �.10

The insight gained here is that a diversity of path lengths in the scattering medium11

is crucial to the access to more than one cloud parameter. One straightforward way12

of diversifying in-cloud path length, even with a single O2 channel, is by varying view13

angle, i.e., µ in expression (19) for z(app)top . This is the option that was exercised by the14

POLDER/PARASOL mission, as previously mentioned in connection with [25, 27], but15

it is not available for EPIC. The alternative, this one available for EPIC, is to have more16

than one spectral channel. However, the forward model needs more sophistication than17

used here, where the goals are only (i) to estimate CTH retrieval bias when in-cloud18

scattering is neglected, and (ii) to demonstrate that instrument error needs to be small19

enough to distinguish the spectral signals. Just how small in EPIC’s A- and B-band20

case is the topic we now broach.21

14

[H]
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random retrieval uncertainty resulting from 
sensor error, assuming 1.5% on DOAS ratio

4 Impact of Measurement Error1

The simplified DOAS ratio model in (16) can also be used to translate measurement2

error on r��(· · · ) into uncertainty in the inferred z
(app)

top , which is obtained by inverting3

said model without the second (in-cloud path length) term, cf. (18)–(19). Taking4

di↵erentials on both sides of (16), and using (1), we obtain5

�r�

r�
⇡

✓
1

µ0

+
1

µ

◆
k�(ztop) + (µ+ µ0)

⇣
k�(ztop �H)� k�(ztop)

⌘�
�z

(app)

top

⇡ (µ0 + µ)

✓
1

µ0µ
� 1

◆
k�(ztop) + k�(ztop �H)

�
�z

(app)

top , (20)

where, for simplicity, we have neglected the pre-asymptotic correction term that multi-6

plies the term in (µ0 + µ) in the upper expression. Invoking the approximately expo-7

nential profile of8

k�(z) = �
d

dz
⌧O2

(�, z) ⇡
⌧O2

(�, 0)

Hmol

exp(�z/Hmol), (21)

the band-e↵ective O2 absorption optical depth at sea level in (2), hence symbolically �9

becomes ��, and EPIC’s viewing geometry (µ = µ0), we have10

�r��

r��

⇡
⌧
(��)

O2
(2/µ0)

Hmol

2µ0


1

µ
2

0

+ eH/Hmol � 1

�
exp (�ztop/Hmol) �z

(app)

top . (22)

As discussed in [7], a common assumption for the relative error in DOAS ratio,11

�r�/r�, is 1 to 1.5%. This contrasts with the ⇡3% error assumed for absolute radiome-12

try, but some of that error (e.g., calibration drift) cancels in the ratio. Thus, setting the13

right-hand side of (22) to 0.015 (1.5%), and solving for �z(app)top , we obtain the following14

estimate of retrieval error:15

�z
(app)

top ⇡
0.015Hmol

⌧
(��)

O2

⇥
eztop/Hmol

2µ0

�
µ
�2

0
+ eH/Hmol � 1

� , (23)

where Hmol = 8 km. For specificity, we take an airmass factor of 5: µ0 = 0.4, ✓0 ⇡ 66�,16

which is approaching the upper limit of 6 in Fig. 2, past which sphericity e↵ects start17

to matter. With that assumption, hence ⌧ (��)

O2
⇡ 0.33 and 0.14 for A-band and B-band,18

respectively. This yields �z
(app)

top ⇡ 0.14 and 0.32 km respectively for A- and B-band19

estimates for a low cloud layer, (ztop, H) = (2.5,2) [km]. For the same cloud at a height20

of ⇡8 km, we will have roughly e ⇡ 2.7 times larger uncertainties. At smaller (larger)21

airmasses, we will have somewhat larger (smaller) uncertainties, due to the decreased22

(increased) amounts of O2 absorption. In the 1–4 km range, H has a minor role in (23)23

since eH/8
� 1 has to compete with 1/µ2

0
.24

The joint (ztop, H) retrieval method proposed by Yang et al. [8] uses two-entry look-25

up tables (LUTs) for those cloud parameters as a function of two observable quantities26

denoted hsum and hdi↵, which are in essence the sum and di↵erence of the estimates of27

z
(app)

top for the A- and B-bands. These LUTs are displayed in Fig. 9 of [8] (reproduced28

as Fig. 6 in the companion paper [7]) for ✓0 = 40� and three di↵erent choices of ⌧c.29
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The ranges of hsum go from ⇡2 km to 20 km or more. In contrast, the full ranges of1

hdi↵ are only 0.18, 0.20, and 0.55 km, respectively for ⌧c = 30, 10, and 5. In the joint2

retrieval, we would want to be able to locate the observation coordinate (hsum, hdi↵) as3

precisely as possible to infer (ztop, H) accurately. To be quantitative, we would want the4

measurement uncertainties (error bars) on (hsum, hdi↵) to be, say, 5-to-10 times smaller5

than the overall range of the relevant LUT. For hdi↵ that translates to an uncertainty6

(quantified by, e.g., “2 sigmas”) no larger than ⇡0.05 km.7

We can now bring to bear the estimate of uncertainty on retrieved centroid cloud top8

height z(app)top in (23). The resulting uncertainty on hsum and hdi↵ is the root-mean-square9

(RMS) sum of �z
(app)

top for the A- and B-bands. Figure 5 shows the outcome (i.e., “110

sigma”) expressed in km. We clearly see that these sensor-induced uncertainties may be11

very reasonable for the horizontal axes (hsum) in Fig. 9 of [8], better still, if divided by12
p
2 (i.e., the estimate of the uncertainty on the mean of z(app)top for the A- and B-bands.13

However, the numbers in Fig. 5, especially if doubled to estimate the “2 sigma” range,14

will overwhelm the full extent of the vertical axes (hdi↵) of [8]’s Fig. 9. This is in spite15

of the undeniable sensitivity of hdi↵ to H in the LUTs.16

Conversely, to reduce uncertainty on z
(app)

top enough to fit 5-to-10 observed “points”17

into the vertical axes of [8]’s Fig. 9, we would need to reduce the ranges obtained in18

our Fig. 5 to values no larger than ⇡0.025 km, i.e., 10-to-20 times smaller. That would19

require relative uncertainties on the DOAS ratios to be 10-to-20 times smaller than20

1.5%, which is not feasible with current or foreseeably futuristic space-based sensors.21

Figure 5: Estimated uncertainties on hsum or hdi↵ in Fig. 9 of [8]—equivalently, Fig. 6 of
[7]—induced by instrumental error, modeled as the RMS sum of uncertainties on cloud
centroid heights from the A- and B-bands. Left: Dependence on µ0 in safe zone (&1/3)
for sphericity e↵ects, and on ztop in km when H = 2 km (µ0 = cos 40� highlighted),

using ⌧
(��)

O2
(5) values from Fig. 2. Right: Dependence on H in km and ztop � H + 0.5

when µ0 = cos 40� (as in [8]).
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Statistical (optimal estimation) approach
Bayes’ theorem:
PDF of total cost function = 

PDF of forward model prediction error on observations y
x PDF of prior uncertainty on state vector x

p(x|y) = p(y|x) p(x) / p(y)
unimportantposterior uncertainty on x, given y

prior uncertainty on xlikelihood of y, given x

errors in y space: Sy = Se+Sb

m
odel à

sensor à



Shannon information content / gain
Information Content (IC) gain or Degrees-Of-Freedom (DOF) 
per cloud property = ratio of the areas of Sa and Sx, projected 
onto one of the state/x-space axes

Figure 2: Three-layer atmospheric model. Symbol definitions in main text.

Figure 3: In-band EPIC filters normalized so that maximum throughput is unity, with
full-column gaseous absorption optical thicknesses on a logarithmic scale (wavelength is
incremented every 0.05 nm). Left: B-band, with negligible contamination by H2O and
O3. Right: A-band, with negligible contamination by H2O.

21

xT = (ztop,H)

Total information content/gain = 
Ratios of ellipses areas |S|, i.e., of 
products of minor and major axes of 
the prior-to-posterior PDFs

yT = (Iabs,l/Iref,l,
l = A-,B-bands)



Posterior 
uncertainty of 
the retrieved 
cloud properties
0 ≤ pDOFi ≤ 1, for    
i = 1,2 (ztop,H) and
spi = sai(1–DOFi)1/2

for the standard 
deviations.

Errors expressed 
here in %: 100 si/xi

Nakajima/King-type 
plots of DOAS ratios
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Figure 4: Partial DOFs, RMS error, and retrieval look-up tables (LUTs) for three
extreme cases.
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Conflict with Yang et al. (2013)?
cloud optical thickness (COT) tc = 30

tc = 10

tc = 5

à not really …

ECH: “effective” cloud height
hdiff,sum = CEHA ±CEHB

Factoring in sensor error,
uncertainty on hdiff is ~ vertical axes
uncertainty on hsum is <<  horizontal axes



A sweet spot for ztop and H retrieval?

a =	0.8a =	0.2a =	0.0
tc =	1		

tc =	4	

tc =	16

à moderately opaque clouds over bright surfaces …

… a possible application to arctic clouds?



Summary/outlook
• Optimal estimation approach

– computational (exact) 1D RT model

– Rodgers’ [2000] statistical formalism

• Physics-based approach
– analytical (but approximate) 1D RT model

– physical insights about biases and sensitivities

• Both approaches …
– use derivatives of signals w.r.t. cloud properties (a.k.a. 

Jacobians)

– account for sensor noise

– lead to the conclusion that, under most circumstances, 

only the cloud top height can be reliably retrieved

© 2018 California Institute of Technology. Government sponsorship acknowledged.


